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THE AGE VARIABLE IN PSYCHOLOGICAL RESEARCH1
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Clark University

This paper examines the treatment of the age variable in the conception,
design, and interpretation of developmental research. The dissatisfaction
with the status of age as a concept and its use in research is attributed to
the widespread tendency to consider age as an independent variable, com-
parable to others employed in differential research, and to study age differ-
ences rather than age changes. An alternative view is presented, which
treats developmental questions as analogous to other phenomena involving
changes in behavior over time. It is suggested that age be incorporated
into the dependent variable in developmental studies, by defining the latter
in terms of specified aspects or parameters of the function describing the
changes which occur over age for a given behavioral variable. Implications
of this view for developmental research are brought out, with particular
reference to problems of description and quantitative analysis of develop-
mental change, to the application of the experimental method in develop-
mental research, and to the study of individual differences in the context of
developmental change.

The chronological age of the individual has
generally represented one of the most popu-
lar independent variables used in child de-
velopment research and is included with
some frequency even in research of a general
experimental nature. Indeed, in spite of
widespread dissatisfaction with research
based on the Behavior = f (Age) paradigm,
there seems little question that age, like sex,
is here to stay. For the psychologist, age
shares with sex the attraction of its great
visibility as a dimension of individual varia-
tion in behavior, one which is not only read-
ily measurable but accounts for a substantial
portion of variance in a variety of behavioral
measures.

Considering the popularity of this variable
in psychological research, there has been a
notable reluctance on the part of psycholo-
gists to examine the question of scientific

1 This paper was written while the author was a
Visiting Research Fellow at Educational Testing
Service, Princeton, New Jersey, and with the aid
of a Faculty Research Fellowship from the Social
Science Research Council. Valuable criticisms,
suggestions, and questions have been contributed by
various individuals at different phases of its prepa-
ration ; the author is particularly indebted to Walter
Emmerich for stimulating ideas and helpful com-
ments.

2 Requests for reprints should be sent to Joachim
F. Wohlwill, Department of Psychology, Clark
University, Worcester, Massachusetts 01610.

method, inference, and theory which arise
when differences in behavior are related to
age. One important exception in this re-
gard is to be found in Kessen's (1960)
thoughtful discussion of the place of state-
ments about developmental change in psy-
chology and of the problems of control, re-
search design, and interpretation which such
statements create. Birren (1959) has con-
tributed a similarly valuable discussion of
the role of this variable in the study of aging.
Yet neither of these authors has come to
grips with the particular character of the age
variable as a dimension along which tem-
poral changes in behavior are charted, and
the implications of this fact for questions of
scientific interest and research design which
arise in the use of this variable.

It is the intent of this paper to suggest
a reformulation of the place which the age
variable occupies in behavioral research,
which should meet the major criticisms that
have been advanced against it and thus as-
suage those who have felt uneasy in its use.
Once the case for such a reformulation has
been presented and argued, it will be applied
to an examination of selected questions of
design and methodology in developmental
research, to indicate something of its scope
and to bring out some of the ways in which
its adoption would lead to a rethinking of
such issues as the place of descriptive re-
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search in developmental psychology, the ap-
propriate forms of quantitative analysis, the
conception and design of experimental stud-
ies of developmental processes, and the place
of individual differences in developmental
research.8

Status of Age as a Variable

Dissatisfaction with research based on the
paradigm, Behavior = f (Age), has typically
been based on the purely descriptive character
of such statements, and the failure of research
conforming to it to isolate the particular
variables which actually determine or medi-
ate the variation of behavior with age (cf.
Bijou & Baer, 1963; Kessen, 1960). For
the same reason much of developmental
theorizing, built on nonexperimental research
of this type, has been regarded as suspect
(Zigler, 1963). Age, it is asserted, is at
best a shorthand for the set of variables act-
ing over time, most typically identified with
experiential events or conditions, which
are in a direct functional relationship with
observed developmental changes in behavior;
at worst it is merely a cloak for our ignor-
ance in this regard.

As one way out of this predicament, some
psychologists, notably those of the Skinnerian
persuasion, such as Bijou and Baer (1963)
and Staats and Staats (1963), have tried to
circumvent the use of age altogether and
to attempt to program developmental changes
directly by subjecting the individual to ap-
propriate histories of reinforcement. How-
ever successful these attempts may have
been, they necessarily have dealt with nar-
rowly delimited responses, elicited under
highly specific conditions of stimulus expo-
sure, reinforcement schedules, etc. Few out-
side of the Skinnerian camp would argue
that this represents a viable approach to
developmental problems in general. For in
many areas, notably in the domain of per-
ceptual and cognitive development, uniform
changes with age occur under much too

3 A more comprehensive treatment of questions
of methodology in developmental research, from the
perspective of the role of age presented in this
paper, will be found in a companion paper prepared
for a recent Conference on Life-Span Develop-
mental Psychology (Wohlwill, 1970).

diversified a set of conditions of experience
to permit the isolation of any specific factors
determining these changes.

If we probe more deeply into the reasons
for the uneasiness which is generally felt in
using age as a main variable in psychological
research, and the Skinnerians' insistence on
replacing it by specifying particular deter-
minants of developmental change, we find
that they can be traced to the assimilation
of the study of age differences to the model
of differential research. In the usual study
involving the comparison of age groups, age
does indeed seem to play the role of an
independent variable analogous to that of
such variables as sex, IQ, socioeconomic
differences, etc., which the differential psy-
chologist has traditionally employed. This
analogy is, as shall be seen, a specious one,
but it accounts for the fact that the obj ections
most commonly raised against the use of age
are those which experimentalists have leveled
at the differential model of research gener-
ally, that is, at those studies in which differ-
ences in behavior are related to differences
in the composition or characteristics of pre-
selected samples—objections relating to the
uncertainties of causal inference, of separat-
ing out the role of the presumed independent
variable from others that may be operating,
etc. (Cronbach, 1957).

Yet this way of looking at the role of the
age variable ignores a critical point: when
an investigator compares, for instance, a
group of 6-year-old and a group of 10-year-
old children, he is in fact interested in study-
ing the changes in behavior occurring over
this age period; that is, he assumes that the
6-year-olds would come to perform as did
the 10-year-olds, if he had been patient
enough to wait four years to retest them.
This assumption is valid, of course, only to
the extent that the two age groups can be
considered equivalent in respects other than
age, and in particular that there are no
cohort differences between them, that is,
differences in the populations of individuals
born 6 as opposed to 10 years ago. Such
cohort differences would constitute a true
differential variable, and the importance of
teasing out their possible role in develop-
mental studies has been persuasively argued
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by some psychologists (Baltes, 1968; Schaie,
1965, 1967). Yet recognition of the poten-
tially contaminating role of cohort differences
in developmental studies only serves to bring
out more sharply the difference between age
as a dimension of intraindividual change and
such other, purely differential variables.

In order to see more clearly the implica-
tions of this emphasis on the study of be-
havior change, let us compare the study of
age differences with that of interspecies dif-
ferences. Although ontogenetic and phylo-
genetic differences have on occasion been
treated as analogous or closely similar, there
is one major methodological difference be-
tween them. Unlike age changes, the evo-
lutionary changes which underlie phyloge-
netic differences cannot be observed as they
are occurring; nor can they be directly in-
ferred from cross-sectional comparisons of
the species currently in existence, since these
are the product of the action of evolutionary
forces which have been modifying the species
within any given branch of the phylogenetic
tree (cf. Simpson, 1958). It is only the
developmental psychologist's inclination to
opt for the cross-sectional shortcut rather
than studying change directly, which has
tended to obscure this important difference,
and has allowed the study of developmental
changes to become identified with differen-
tial types of problems.

Age as Part of the Dependent Variable in
Studies of Developmental Change

Rather than treating age as an independent
variable comparable to other dimensions of
intraindividual variation, a very different
way of conceptualizing it may be suggested,
which accords to it a status equivalent to
that which the time variable occupies in
other fields, such as the experimental study
of adaptation, learning and forgetting. Let
us view age simply as a dimension along
which the behavior changes which are the
concern of the developmentalist are to be
studied, that is, it is incorporated into the
definition of the dependent variable of inter-
est to him. Thus, to the extent that the
investigator confines himself to charting such
changes within a Behavior = f (Age) para-
digm, he is only describing a set of phe-

nomena which are the subject of study for
him. This is by no means to deprecate the
role of such research—indeed, as will be
argued presently, descriptive research of this
kind, precisely because it deals with behavior
change, occupies a far more important place
than it does in other areas of behavioral
investigation. Nevertheless it remains de-
scriptive, and statements to the effect that
behavior "is a function of age" are accord-
ingly to be avoided, since they do not really
involve functional relationships between a
determining and a determined variable.

True functional relationships, for the de-
velopmental psychologist, would entail relat-
ing specified attributes of the age changes
themselves to particular independent vari-
ables, whether experimentally manipulated by
the investigator, or studied in natura. Thus,
the interest might be in comparing motor
development in normal and institutionalized
infants, as in the work of Dennis (1960):
Here the dependent variable could be defined
as the age of onset of walking, or some other
specified behavior which is typically subject
to developmental change. Similarly, the rate
of increase in vocabulary might be compared
for twins as compared to singletons: The
dependent variable would then be the rate
of change in vocabulary size, or conceivably
even the function describing this change in
relation to age, considered in terms of spe-
cified parameters such as period of maximal
growth, inflection points, asymptotal level,
etc.

The first of the two examples just men-
tioned brings up a revealing point, namely,
that in this, as in any developmental study,
it is possible in principle to differentiate two
individuals (or groups) either in terms of
the difference in (mean) level of attainment
on the behavioral dimension at a given age,
or alternatively, in terms of the difference
in the age at which some given level or type
of behavior is attained. For instance, if we
say that Individual A obtains a score X on
an achievement test which exceeds Individual
B's score Y by d units, an alternate way of
expressing this difference is that A is accel-
erated relative to B, that is, it will take B
some amount of time t to attain the same
value X (assuming that A and B are in
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process of development with respect to the
dimension in question).

This interchangeability between age and
response magnitude on the dependent side
itself represents a powerful argument for
incorporating age into the definition of the
dependent variable. It presupposes, how-
ever, that we are dealing with a dimension of
behavior with respect to which any individual
can be expected to exhibit consistent changes
over the course of his development. Speak-
ing more generally, the approach to the
handling of age which is being proposed is
applicable only to the extent that we are
dealing with behavioral variables for which
the general course of development (consid-
ered in terms of direction, form, sequence,
etc.) remains invariant over a broad range
of particular environmental conditions or cir-
cumstances, as well as genetic characteristics.
Physical growth provides an obvious exam-
ple : individuals grow taller, regardless of
whether they are brought up on a diet of
milk, cereal and beef, or rice and potato
soup, provided they grow in a growth-sus-
taining environment, and possess the physio-
logical equipment required for growth (e.g.,
a normally functioning pituitary gland).

Can we find similar cases in the realm
of behavioral development ? Most assuredly,
notably in such areas as perceptual, cognitive,
and linguistic development. Take, for in-
stance, the growth of depth perception in
the child, which develops apace, whether his
environment is that of an urban slum or of
the Kansas wheatfields, provided that he has
exposure to some minimal amount of visual
stimulation, and the visual apparatus and
neural equipment necessary to transmit and
make use of this sensory information (cf.
Wohlwill, 1966, for a somewhat more ex-
tended presentation of this argument for the
nonspecificity of experience). This does not
mean that the particular environmental con-
ditions may not influence the rate, terminal
level, etc., of development for the variable
in question; only that no specific one consti-
tutes a necessary condition for the occurrence
of the developmental changes. While this
nonspecificity does not preclude the possi-
bility that eventually prerequistes for devel-
opment will be found of a much higher order

of generality—equivalent to the role of vita-
mins in growth, or of patterned stimulation
in perception—it makes it possible to enun-
ciate broadly generalizable statements con-
cerning the characteristic form of develop-
mental changes for a given aspect of behavior,
without reference to particular determining
variables.

Given, then, a variable that is develop-
mental, that is, for which changes with age
are found which are uniform and consistent
across a wide range of individuals and en-
vironmental conditions, in the sense just
mentioned, it becomes profitable to approach
the study of age changes in the manner
which has been outlined above. More spe-
cifically, we can define the task of the de-
velopmental psychologist as one of describ-
ing these changes, of determining the
structural relationships and temporal pat-
terning of changes among sets of such vari-
ables, and of specifying functional rela-
tionships between particular situational,
experiential, or organismic variables and
selected parameters or attributes of these
changes.

What behavioral variables qualify as de-
velopmental in this sense? Some have al-
ready been mentioned in the illustrations
given, for example, speech and motor devel-
opment, or space perception. Others could
be cited from the field of the development of
perceptual and cognitive skills, possibly curi-
osity and related variables, and perhaps even
certain aspects of social perception and inter-
action, and emotional development. Varia-
bles, on the other hand, which show con-
sistent age changes only for individuals
subjected to specific experiences, such as
swimming skill, reading or writing ability,
or other responses acquired through directed
teaching, differential reinforcement, or exer-
cise would not qualify as developmental;
neither would those which represent dimen-
sions of emergent individual differences
rather than of directional developmental
change, such as aggressiveness, attention
seeking, and the like.4 ,

4 This distinction appears so similar to that
which McGraw (1946) proposed between "phylo-
genetic" and "ontogenetic" behaviors, that a clari-
fication is in order, lest this discussion become



THE AGE VARIABLE 53

Time as a Dimension for the Study of Psy-
chological Processes

The proposed treatment of the age vari-
able would relate the study of development,
that is, of age-related differences in behavior,
to a variety of other phenomena of interest
to psychologists which similarly involve sys-
tematic changes in behavior over time. Let
us refer to just one such area: the study of
perceptual adaptation. Here, too, we find
time used as a dimension along which the
changes in behavior of interest are charted
in an essentially neutral sense, that is, with-
out investing any causal significance in the
time variable itself. Nor do we find adapta-
tion researchers necessarily turning to other,
directly manipulable variables for which
time could be said to represent a mere
shorthand.

For instance, in the area of dark-adapta-
tion (cf. Bartley, 1951), research at the
behavioral level has consisted of the descrip-
tion of the prototypical temporal function
and the comparison of the slope and form
of this function under different conditions of
specified independent variables, such as the
size and location of the retinal field, the
intensity of the preceding illumination, etc.
These variables can be placed into a func-
tional relationship with the differences in the
parameters of the dark-adaptation curve;
they do not explain, nor were they intended
to explain, the changes in response which
take place over time.

If we ask what form the explanations for
these changes actually take, the answer is
well known in this case: we turn to an
account at the level of physiological mecha-
nisms, more specifically the cycle of break-
down and regeneration of rhodopsin. But
note that such reductionist explanation does
not dispense with the time dimension, which

falsely assimilated to the maturation-learning ques-
tion. The present developmental dimensions are not
conceived to be independent of environmental influ-
ences, as McGraw's phyletic skills are; only the
occurrence of change—as opposed, for example, to
the rate of such change, its terminal level, etc.—
are considered to be independent of specific environ-
mental conditions. Furthermore, a much broader
range of behavioral variables is encompassed in the
present term than in McGraw's concepts, which
referred exclusively to motor development.

is still essential to the description of these
physiological processes.

As yet, however, most response changes
over time are not reducible to lower level
physiological mechanisms, and in many cases
no psychological mechanisms short-circuiting
the time dimension can be invoked to account
adequately for the changes. Cases in point
would include perceptual adaptation of the
"normalization" variety, as studied by Gibson
(1933), and, indeed, many of the phenomena
of prism adaptation recently studied. Here,
to be sure, we find at least one psychological
theory attempting to explain adaptation in
terms of a single psychological process de-
fined without reference to time, that is, re-
afferent feedback (Held & Freedman, 1963).
Yet the accumulating evidence indicates that
while such feedback may be a powerful de-
terminant of amount or rate of adaptation,
it is not a necessary condition for its occur-
rence (cf. Rock, 1966). It is of interest to
note further that the prism-adaptation litera-
ture suffers from some of the same limita-
tions as the developmental literature, in that
a process assumed to be occurring over time
is frequently indexed by a single quantity,
the amount of adaptation after a certain
period (usually measured indirectly, through
extent of aftereffects). This has meant that
the course of change of perception during the
adaptation period and the parameters of the
adaptation function have been neglected, to
the detriment of an adequate picture of the
adaptation process (e.g., Devoe, 1969; Hay
& Pick, 1966).

In sum, change in response over time
represents a central characteristic of diverse
aspects of behavior; accordingly, in the
description and functional analysis of phe-
nomena involving such change, the time
dimension is indispensable, to the extent that
it is not reducible to a set of specifiable ex-
ternal events determining the change. The
central thesis of this paper is that in the
study of a variety of changes in behavior
which occur during the course of the indi-
vidual's development from neonate to mature
adult (and possibly even beyond), age is
profitably treated in these terms, that is, as
a dimension essential to the investigation of
the phenomena of developmental change.
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IMPLICATIONS OF THE PROPOSED REFORMU-
LATION OF THE STATUS OF AGE

Acceptance of the preceding argument
concerning the treatment of the age variable
carries with it a number of interesting im-
plications for the conduct of research on
problems of development, with particular
regard to questions of methodology, design,
and scientific inference. Let us focus on
five of these in particular. They concern
(a) the place of descriptive research, (b)
the construction of viable developmental di-
mensions, (c) the approach to problems of
quantitative analysis, (d) the meaning of
the experimental method, and (e) the han-
dling of individual differences.

The Place of Descriptive Research in De-
velopmental Psychology

Any set of empirical data which falls into
the Behavior — / (Age) paradigm represents
a description—typically partial—of a devel-
opmental function for a particular response.
This is true regardless of the intent of an
investigator to invest such data with theo-
retical significance for the verification or
rejection of a theoretical hypothesis. Data
of this type vary widely, however, in the
information which can be conveyed in the
description of the developmental change in
question. They range from the mere finding
that age represents a significant source of
variance, or that there are significant differ-
ences in the incidence of given types of re-
sponses associated with age at one extreme,
to a precise determination of the mathemati-
cal form of the relationship between the
behavioral variable and age, with the values
of the constants calculated to the wth decimal
place, at the other.

In considering the place to be accorded to
descriptive data of this kind, it will help to
return to the earlier example of the study
of dark adaptation. There would be little
interest in a finding that absolute thresholds
obtained after varying intervals of time fol-
lowing exposure to light differed significantly.
Contrast this with the compelling character
of the dark-adaptation curve when plotted
in detail, for even a single observer, so as to
exhibit the two branches of the curve. This

information, while not pointing to any spe-
cific basis for adaptation, immediately pre-
sents a major finding, suggestive of a dual-
process phenomenon, which an adequate ac-
count of dark adaptation needs to be able
to handle.

This illustration suggests why accurate,
systematic description has played such an
important role in the developmental sciences
—indeed, in any science dealing with sys-
tems undergoing change or motion (e.g.,
astronomy). The reason goes beyond the
truism that it is essential to have an ade-
quate knowledge of a phenomenon before
one can set about explaining it. More to
the point, the observation of such a system,
precisely because it exhibits change, and
thus produces variation that is measurable
as it occurs over time, can provide more
direct clues to the nature of the processes or
mechanisms governing it than is possible in
a purely static system or object. Thus in
a developmental science, observation and
experimentation are apt to be used in a
close, coordinate interrelationship, and fre-
quently the line between description and
explanation becomes blurred.

These points are convincingly illustrated
in the work on mathematical growth curves
for the study of physical growth. This work
runs the gamut from a purely empirical,
curve-fitting approach, as favored by Sholl
(1954), Waddington (1950), and others, to
the derivation of growth curves from a priori
mathematical models of the biological growth
process (e.g., Bertalanffy, 1960; cf. also
Shock, 1951). In spite of these differences
in approach, all of this, work is not only
marked by an unselfconscious use of age as
an irreducible parameter in the study of de-
velopment, but relies on essentially descrip-
tive data to provide a clear, economic speci-
fication of the essential characteristics of
growth, and of differences in patterns of
growth among individuals or groups. Just
as in the case of dark adaptation, further-
more, such concise description of the course
and characteristics of age changes has led
directly to insights into the factors con-
trolling or regulating growth, as in the study
of adolescence (Tanner, 1962), and the work
on effects of temporary illness on the course
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of growth (Tanner, 1963) to be discussed
subsequently.

For a number of reasons, some obvious,
others less so, we have seen little such
mathematical treatment in the study of be-
havioral development thus far, with the nota-
ble exception of the study of the development
of intelligence (e.g., Bayley, 1956; Thurstone
& Acker son, 1929). In view of the problems
of scaling which arise with respect to intelli-
gence-test data, the meaning and value of
such attempts in this particular area is un-
certain ; however, even less precise and math-
ematically sophisticated modes of growth-
curve analysis, such as the purely graphic
approach applied to advantage by Riegel
(1966) in his treatment of differential effects
of aging on diverse performance variables
involving linguistic habits (e.g., reading
versus writing), can help us to obtain a
clearer picture of the course of development
along behavioral dimensions, and accordingly
of the processes governing such development.

The benefits to be derived from the study
of age changes at a descriptive level are not
confined to the realm of quantitative changes.
Questions of at least equal interest and
significance arise with respect to qualitative
changes, for which the analysis of develop-
mental functions take the form of determin-
ing developmental sequences, so as to reveal
the patterning of successively appearing be-
haviors. We need only think of the observa-
tional studies of motor development by
McGraw (1943), Shirley (1931), and Gesell
and his associates (cf. Gesell, 1954), or of
the painstaking observations of Piaget (1952,
1954) on the development of sensorimotor
schemata in infancy to appreciate the place
of systematic descriptive work on the sequen-
tial appearance of behaviors in development.
Piaget's sequences, to be sure, are embedded
in an intricate theoretical superstructure,
functioning much as a mathematical model
may do in the study of growth or learning
curves, the observations serving mainly to
confirm the adequacy of the model, rather
than to test specific hypotheses in a deduc-
tive sense. The work on the motor se-
quences, on the other hand, occupies a place
more nearly corresponding to the empirical
curve-fitting approach in the study of quan-

titative changes. Yet both types of research
contribute importantly, and perhaps equally,
to the specification of developmental process
and even mechanism (cf. the laws of devel-
opment formulated by Gesell, 1954, or the
interpretation based on neuromuscular mech-
anisms which McGraw, 1946, has evolved to
handle her findings of motor sequences).

There is one major difference between the
qualitative and quantitative analyses of
changes: In the case of the former, age
ceases itself to be of importance as a con-
tinuum to which the behavioral changes are
related, except for purely normative pur-
poses; its essential role is to provide an
independent criterion for ordering the re-
sponses developmentally. The main datum
of interest in this type of study accordingly
is the sequence of behaviors itself and the
extent of its invariance across individuals.
Age, or time, may nevertheless enter subse-
quently as a dependent variable in studying
differential rates of development as a func-
tion of some condition or subject variable.
For instance, the age at which a particular
step in the sequence appears, or the time
taken to move from Step A to Step B can
be used as a measure of developmental rate.

Construction of Developmental Dimensions

A major difficulty to be faced in carrying
out the analysis of developmental functions
advocated in this paper is the considerable
degree of dependence of behavioral measures
on specifics of stimuli, situational conditions,
instructions, and the like. This problem
poses a challenge to developmental psycholo-
gists—that of finding measures of behaviors
which distill information concerning age-
related changes from the "noise" (for the
developmentalist) of response variance at-
tributable to stimuli, task conditions, etc.
This is by no means as hopeless an under-
taking as it may seem. For instance, in the
area of the perceptual constancies, the overall
picture of the developmental changes that
occur is a fairly consistent one across differ-
ent studies, employing different stimuli,
background conditions, and even psycho-
physical methods (cf. Wohlwill, 1963).
This suggests that a reasonably "robust"



56 JOACHIM F. WOHLWILL

developmental dimension can be obtained by
the use of a composite measure, derived from
the responses to a set of situations repre-
sentative of those used in the literature.

On the other hand, where a particular
variable shows a potent interaction with age
—as the distance variable appears to in the
constancy literature, or, the complexity vari-
able in the curiosity area—we may redefine
our developmental dimension so as to incor-
porate this interaction. That is, rather than
defining constancy in terms of amount of
error at a particular distance, we can (and
indeed should) define it as the extent of the
regression of perceived size with distance.
Similarly, in the case of curiosity, the mea-
sure used could be an index of the slope,
or possibly the curvature of the function
relating the response to the complexity
dimension.

Speaking in a more general vein, reliance
on individual measures of a variable, chosen
on the basis of a restricted operational defini-
tion, leads to situation-bound measures of
behavior, which are better suited to the needs
of the experimentalist for detecting effects of
specific conditions manipulated by him than
they are to the study of developmental
change. It is undoubtedly no accident that
the greatest strides in the study of psycho-
logical growth have been made in the field
of intelligence and related dimensions taken
from the study of individual differences,
which are defined in terms of a broad set
of behaviors rather than isolated responses.
This is not to deny the value of concise
definition of behavioral dimension, nor the
desirability of extending research on devel-
opmental problems to some of the variables
which have been intensively studied in the
laboratory of the experimentalist. But in so
doing, the developmentalist will have to pay
much more attention to the problems of con-
struct validity and dimensional homogeneity
(as well as reliability) than the experimenta-
list has been wont to do. The details of
these aspects of the construction of dimen-
sions, and the problems involved in arriving
at scales for developmental assessment ap-
plicable over a large segment of the age
variable, are, however, beyond the scope of
this paper.

Problems of Measurement and Quantitative
Analysis

Let us suppose that we have obtained
measures of some adequately scaled and di-
mensionalized variable over a reasonably ex-
tended segment of the age continuum, for
example, at five age levels between the ages
of 6 and 19. The typical procedure for
handling such data is to carry out an ordi-
nary analysis of variance, which may yield
a finding of a significant "effect" of age,
that is, the age variable represents a sig-
nificant source of variance. (Negative find-
ings in this regard are rare, since they are
not apt to be reported in print.) But is
this the most adequate procedure to follow
in this instance? Once we depart from the
conception of age as a differential variable,
and eschew interest in differences among age
groups qua groups, aiming rather at detailed
description of the age function as the first
task to be tackled, a more valid approach
consists in obtaining a good first approxima-
tion to the form of a function by means of
a trend analysis.

In this connection, we may refer to Grant's
(1962) argument against a hypothesis-testing
approach in situations involving the testing
of a model, in which the intent is not to
show the influence of a particular variable,
by rejecting a no-difference hypothesis, but
rather to fit a set of empirical data to some
theoretically derived function. Accordingly,
Grant makes a plea for shifting from a
hypothesis-testing strategy in such cases to
a parameter-estimation strategy. The situa-
tion appears similar in our case, even if we
do not start from an a priori model specifying
the developmental function. A trend analy-
sis can be construed, in effect, as a curve-
fitting enterprise, where the intent is to
determine, as a purely empirical fact, the
general form underlying the observed func-
tion or, in our case, the variation in response
with age. Obviously, the procedure covers
the special case in which there may be no
consistent variation with age: in this in-
stance, neither the linear nor any higher
order components would prove significant.
But the main point concerns the information
to be derived from the data: we are generally
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not interested in rejecting the null-hypothesis
of no age-related difference, but wish rather
to determine the most likely form of the
age function.

Apart from the specification of the form
of the developmental function, through trend
analysis or possibly more sophisticated curve-
fitting methods, the stance taken here toward
the study of age changes entails a more in-
tensive concern with the measurement of
change, and methods for determining cor-
relates of change and interrelationships
among measures of change for different
variables. It is clearly not possible to go
into detail on these matters here (cf. the
symposium on the measurement of change,
Harris, 1963; also Cattell, 1963, 1966).
Suffice it to call attention to the desirability
of obtaining longitudinal data, in order to
assess change on a per-individual basis, and
to raise one further point. When dealing
with the study of change, correlational ap-
proaches take on an added dimension, as it
were: the teasing out of relationships among
variables in process of development differs

from the study of correlation at a single
point in time, or even over a randomly
chosen set of occasions, as in Cattell's P
technique. This is true both in terms of the
place of this type of correlational analysis
as a tool for scientific inference, and in
terms of the analytic techniques it requires.
For the aim here is to determine functional
relationships between changes in behavior
presumed to develop in interdependence with
one another.

To give a very simple example, if two
behavioral variables developed in unison
(Figure la), or in an identical pattern, pos-
sibly staggered in time (Figure Ib), the
inference of a functional interdependence
between them would be far more compelling
than would the finding of even a substantial
correlation between them at some given age
level. But there are more complicated possi-
bilities, where the evidence might be more
difficult to evaluate, such as where develop-
ment on some function X depends on, that
is, literally awaits, the prior development to
some level of another function, Y (e.g.,

A. Synchronous Development B. Parallel Development with Time-Log

C. Sequential Linkage

FIG. 1. Three patterns of interrelationships between variables undergoing
development
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Figure Ic). The analogue of this case for
the development of discrete, nonqualified
responses has been frequently discussed in
the past under the general topic of the
sequential ordering of stages (cf. Flavell &
Wohlwill, 1969). There is no reason to
suppose that a similar pattern may not apply
to continuous variables. But the question
of the validity of drawing inferences as to
functional interdependence remains a com-
plex one in such cases, and the analytic tools
available to study them, such as Campbell
and Stanley's (1963) "cross-lagged correla-
tion," are as yet very limited.

Meaning of the Experimental Method in the
Study of Developmental Change

The determination of an age function does
not qualify as an experiment. While few
would disagree with this statement, it is im-
portant to be clear about the reasons behind
this assertion. In the present view, it is not
because age is an independent variable which
is not subject to experimental manipulation,
but rather because it is not an independent
variable at all. The statement could be
applied with equal force to studies determin-
ing the curve of adaptation for a single set
of stimulus conditions, or for that matter to
studies yielding a single learning curve. In
these instances, time, or trials, are variables
subject to experimental control; nevertheless,
they do not function, in any real sense, as
independent variables. (The very use of
trials to criterion as a measure of learning
should dispel any doubts on this score.)

An experimental study of development en-
tails the manipulation of some particular
factor or condition (or combinations thereof),
in such a manner that its effects in altering
the developmental function are revealed—in
other words, it is this function itself which
becomes the dependent variable. Relatively
few instances of developmental research qual-
ifying as experimental in this sense can be
found. For it requires that the course of
change on some behavioral dimension be
traced over the total age period over which
that variable is undergoing change, and that
this be done for a control group and one or
more experimental groups. Again the field
of learning research provides an apt analogy:

In studying the phenomenon of reminiscence,
that is, of the effect of an interpolated rest
period on speed of learning, we would gen-
erally not be satisfied with noting the differ-
ence between the experimental and control
groups immediately following the rest period,
but would want to obtain data on the total
course of learning for each group (cf. Riley,
1953, 1954).

Most studies purporting to represent ex-
perimental studies of development fall short
in one or another of these respects. Most
typically, only a single measure of behavior
is obtained, at the cessation of the duration
of the experimental variable (see, for in-
stance, the bulk of research on the effects
of early experience in animals). The result
is that there is no indication of the effect the
variable has had on the course of the indi-
vidual's development overall.

The absence of such a developmental
focus, providing for follow-up testing of the
behavior subsequent to the termination of
the experience, is a notable shortcoming of
much of the research on early experience,
such as that carried out by Hebb and his
associates at McGill University. Nor is the
temporary as opposed to permanent character
of the effects of early deprivation the only
issue that we need to be concerned about.
Another possibility to be considered is that
an experience may have delayed effects,
showing up only on behaviors which do not
normally appear till some time after the
termination of the experience. A case in
point seems to be provided by the work of
Harlow and his associates (Harlow, 1962;
Seay, Alexander, & Harlow, 1964) on the
effects of social isolation in infancy on later
maternal and mating behavior." We may
also cite a study by Melzack (1954) on the
effects of extended isolation experience in
dogs. Upon initial testing (shortly after
the end of the isolation period), the experi-
mental animals were markedly impaired in

6 Harlow's data are ambiguous in this respect,
since the experience of the groups of monkeys com-
pared seems to have differed in unspecified ways
up to the time that they reached maturity (thus the
delayed effect of the isolation in infancy is in
doubt) ; furthermore, there may well have been
undetected (or unreported) differences in their
behavior before this time.
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their ability to make adaptive avoidance re-
sponses to noxious stimuli. When retested
a year later, these dogs did exhibit normal
avoidance behavior; yet the control-group
dogs continued to be differentiated from the
experimental. They now displayed a new
form of response toward the stimuli, namely
aggression, which none of the isolated ani-
mals showed.

Such results, and others in which follow-up
tests have been made to trace long-term
effects of early experience, indicate that
these effects can be properly understood only
by considering them as superimposed on
some assumed normal pattern of develop-

ment, and assessing them by comparing the
total developmental function under the nor-
mal and the special-experience conditions,
that is, by letting the parameters of the
developmental function serve as the depend-
ent variable. Perhaps the most dramatic
illustration of this point comes from the
field of physical growth, where Tanner
(1963) and his associates have made studies
of the manner in which the mechanisms
regulating growth (i.e., height) respond to
temporary interruptions of the growth proc-
ess occasioned by illness or malnutrition.
As shown in the two cases illustrated in
Figure 2, there is evidence for a period of

ANOREXIA
160

140

120

O

I

ui
I

80

60

2 3 4 5 6 7 8 9 10 II IS

AGE, YEARS

21

19

. 17
o:

>'5o
z* B

§ „

g 9

7

5

3,
2 3 4

AGE,YEARS

160

140

80

GUSHING

_JL
2 3 4 5 6 7 8

AGE, YEARS

ADRENAL TUMOUR
REMOVED

9 10

6 7 8 9

AGE, YEARS

10 II 12 13

FIG. 2. Two cases of "catch-up" growth, following episodes of anorexia nervosa (left) and removal
of adrenal tumor (right). (Upper curves show growth in height; lower curves show height incre-
ments. Reprinted with permission from an article by A. Prader, J. M. Tanner, G. A. von Harnack
published in the Journal of Pediatrics, 1963, Vol. 62. Copyrighted by C. V. Mosby Co., 1963.)



60 JOACHIM F. WOHLWILL

accelerated growth ("catch-up" growth, as
Tanner calls it), following the end of the
growth-inhibition period, such that the indi-
vidual attains the height he could have been
expected to normally.

The point of this example is not neces-
sarily to argue for the operation of such
catch-up mechanisms in behavioral develop-
ment ; admittedly there is little research
available that would bear on this issue.
Rather, it is to point up both the importance
of obtaining follow-up measures of the de-
velopment of groups given deprivation or
enrichment experience, as well as the com-
plexities of design and interpretation intro-
duced by so doing. In this connection we
should note Campbell and Stanley's (1963)
discussion of quasi-experimental designs; al-
though intended primarily for the design of
educational research in schools and similar
field settings, it is directly applicable to the
developmentalist studying the effects of
some event or experience of limited duration
on the course of development. Of particular
relevance is Campbell and Stanley's "multi-
ple-time series" design which entails mea-
suring an experimental group repeatedly both
before and after the experimental treatment,
so that the effects of the latter can be gauged
both directly, in terms of the shift in the
function occurring after the treatment, and
in comparison with the overall pattern of
change over the same time period displayed
by a control group.

To terminate this discussion on a more
positive note, let us examine the implication
in the proposed analysis of the role of ex-
perience on development for the definition
of the variables to be controlled or manipu-
lated in this type of experimentation. Thus,
some of the parameters which King (1958)
specifies in his discussion of the design of
experiments on the effects of early experi-
ence, notably age at testing and the interval
between end of the experience and the test,
cease to represent isolable variables once the
development of the behavior is monitored
over the whole portion of the age continuum
over which it is measurable. The only
variables of real interest remaining—apart
from the type of experience and the type of
behavior chosen for study—are those of age

at the onset of the experience and its dura-
tion. (Admittedly, controls are required to
guard against cumulative effects of one test
on subsequent ones.)

Interpretation of Individual Differences in
Developmental Research

Developmental theorists such as Piaget
and Werner and researchers studying age
differences generally have not been noted
for paying systematic attention to individual
differences in behavior. Conversely, differ-
ential psychologists have rarely attempted to
integrate developmental changes into their
work or their thinking. Exceptions to this
statement could be cited: the work of Witkin
and his associates (Witkin, Dyk, Faterson,
Goodenough, & Karp, 1962) and, from the
factor-analytic side, that of Cattell (1963,
1966), has treated questions of patterning of
individual differences as a function of age,
as has the body of research inspired by the
differentiation hypothesis of the development
of intelligence (cf. Gullford, 1967, pp. 418ff.).
Tucker (1963) has, furthermore, provided
a model for the handling of developmental
and differential data, involving an extension
of factor analysis into a three-dimensional
space. Yet, with the notable exception of
Emmerich's (1964, 1966) work on changes
in personality structure in the preschool
years, little real integration has been achieved
between the focus on individual differences
and on developmental changes. Emmerich
(1968) has, in fact, made a sharp differen-
tiation between what he terms the "classical
developmental view," tracing changes with
age, and the differential approach, which to
the extent that it has dealt with questions
of development, has been mainly concerned
with the problem of stability, that is, con-
stancy of individual differences across age
levels.

The present reformulation of the role of
the age variable suggests ways in which
interindividual variation in development can
be treated under both of these two approaches.
First of all, at the simplest level, individuals
can be differentiated in terms of the char-
acteristics of their developmental function,
instead of their standing on a given be-
havioral dimension at a given age. This is,
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in effect, what has been done in the field
of physical growth at a descriptive level, in
specifying channels of development, as in the
Wetzel grid (Wetzel, 1947). Individual dif-
ferences are thus represented as variations
around some assumed prototype function,
and in the ideal case can be specified in
terms of the values of the constants of that
function.

If this might be described as incorporating
a differential dimension into the classical
developmental view, as Emmerich has stated
it, the converse task—that of bringing a de-
velopmental dimension into the differential
approach—is a more difficult one. It would
consist in tracing individual differences as
they emerge during development, either with
respect to nondevelopmental variables, or
with respect to standardized or otherwise
relativized measures of behavior. While
this has been achieved at the level of cross-
sectional comparisons of factorial structure,
the emphasis has been largely on the speci-
fication of the factors within a group, that is,
of the dimensions along which characteristics
of this factor space. A good illustration is
provided by the research of Emmerich (1964,
1966), in which longitudinal data have been
used to good advantage to separate out
different types of changes in factorial pat-
terns, some pointing to continuity, that is,
constancy of the factorial definition of a
given dimension, while others suggested
transformations in the dimensions them-
selves.

Once the presence of factorially invariant
individual-difference dimensions has been
established over a certain age range, we can
proceed to apply the rationale of develop-
mental-function analysis in order to differen-
tiate among individual children in terms of
the pattern of change characterizing the de-
velopment of the trait or attribute. More
specifically, we may look at age functions for
any given individual, specifying his standing
on that dimension at different points in time,
either in terms of standard-score measures,
or possibly by recourse to factor scores on
factors which have been demonstrated to be
invariant over age.

One area in which analyses of this type
have in fact been made is in the study of indi-

vidual children's patterns of mental growth,
based on patterns of changes in IQ scores.
Using the longitudinal records of the Eels
Research Institute study, Sontag, Baker, and
Nelson (1958) have succeeded, through this
kind of approach, in relating patterns in the
development of intelligence to personality
formation, specific events in the child's life,
etc. It should prove equally feasible, as well
as profitable, to undertake such analyses with
respect to more purely differential dimen-
sions such as aggressiveness or masculinity-
femininity. For instance, the functional
meaning of a girl's standing in late adoles-
cence near the feminine end of the masculin-
ity-femininity scale might be quite different,
depending on whether she had consistently
been highly feminine since early childhood,
as opposed to going through a pattern of
increasing masculinity (i.e., tomboyishness)
over the course of her childhood, with a
reversal at the onset of adolescence. Data
from longitudinal studies such as Kagan and
Moss's (1962) lend themselves ideally to
this purpose, although the authors' pre-
dominant concern with the problem of the
stability of traits apparently kept them from
undertaking any such individual analyses.

Finally, let us bring into focus the com-
plementarity between the two ways of look-
ing at the development of individual differ-
ences discussed in this section, one based on
differences in the form or pattern of a proto-
type developmental function, considered in
absolute terms, the other on differences in
the pattern of change (or lack of it) in a
child's standing on a differential dimension,
relative to his age group. For dimensions
for which individual differences are super-
imposed on major developmental changes in
absolute standing, the two approaches are in
fact formally equivalent, and the information
obtained from the second is in direct cor-
respondence with that obtained from the first.
The case of the development of intelligence
illustrates this situation, the difference being
equivalent simply to a shift from the use of
mental age to that of IQ (cf. Figure 3 for
an illustration of this point). There is,
nevertheless, an important conceptual dif-
ference between them, insofar as one couches
individual differences in such developmental
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M.A. I.Q.

C.A. C.A.

FIG. 3. Individual differences in intelligence development, pictured in terms of mental age (MA)
(left) and IQ (right). (A, B, and C represent three individuals, developing at different rates—A:
above average; B: well below average initially, accelerating subsequently to attain average terminal
level, and C: below average.)

terms as retardation or acceleration, while
the other will make reference to such ex-
pressions as normal or average, high and
low, etc. (The difference is well caught in
the distinction between mental retardation
and mental deficiency.) This suggests fur-
ther that the first approach is more ap-
propriate for variables such as intelligence
and vocabulary for which there are, indeed,
major changes in level taking place with
age, while the second will be more approp-
riate for true individual-difference scales
which are basically orthogonal to the de-
velopmental dimension—notably bipolar
scales in the field of personality, for variables
such as aggressiveness, masculinity-feminin-
ity, etc.

CONCLUSION

Two points remain to be made in con-
clusion, one concerning the limitations on the
types of analyses involving the age variable
suggested in this paper, the other concerning
the cost involved in applying them. First,
the use of the age dimension in the manner
advocated here makes sense only provided
two criteria are met: (a) that substantial,
reasonably situationally independent age
changes occur with respect to the given be-
havior and (&) that the changes are not
readily handled in terms of highly specific
experience in the sense of the individual's
reinforcement history, of practice or learn-

ing experience with a given task, or of par-
ticular events impinging on him. The ra-
tionale behind these criteria and the types of
variables which may or may not conform to
them have already been noted.

The second and final point to be made is
that this approach places a fairly heavy bur-
den on the developmental psychologist.
First of all, it demands a mastery of requisite
analytic techniques going beyond the stand-
ard armamentarium of inferential statistics
acquired in the typical graduate training pro-
gram. Second, it presupposes a willingness
to transcend the traditional mold into which
behavioral scientists are typically cast, as
either experimentalists or differentialists;
what is demanded, first of all, is a tolerance
for and understanding of the place of pains-
taking descriptive analysis of behavior
change, with nary a significant F or t at the
end of the rainbow, and, beyond this, an
ability to alternate between and effectively
integrate the roles of the differentialist and
experimentalist which are generally sepa-
rated by a wide (and widening) gulf (cf.
Cronbach, 1957). Third, and most critically,
it is predicated to a considerable extent on
the investigator's willingness and ability to
collect longitudinal data, frequently spanning
a considerable period of time. While there
are certain aspects of behavioral development
which may be adequately studied over a
period of only two or three years (as in the
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case of the acquisition of Piagetian concepts,
or certain aspects of language acquisition),
it is typically necessary to cover a substan-
tial segment of the period between birth and
maturity. Shortcuts are sometimes possible,
by combining longitudinal and cross-sectional
approaches, but in general those intent on
quick results, or immediate gratification,
might be better advised to stay clear of de-
velopmental-analytic research of the type
discussed here—or possibly to apply it to
the study of faster-maturing species such as
Drosophila.
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